
Appendix A
Proofs

Here, we provide the proof of each mathematical claim in
the paper, plus a short explanation of how each claim is useful.

First, we examine the structure of the JRS zonotope repre-
sentation. This structure enables the creation of fully-k-sliceable
generators when we use the JRS to produce rotatotopes. That
is, this lemma enables us to slice the arm’s RS to find subsets
corresponding to particular trajectory parameters.

Lemma 2. There exist Ji : NT ! P(R2 ⇥ K) that overap-
proximate Ji as in (9) such that, for each t 2 T, Ji(t) has
only one generator with a nonzero element, equal to �kv

i , in
the dimension corresponding to kv

i , and only one (distinct)
generator with a nonzero element, �ka

i , for ka
i .

Proof: Given Ji(0), the subsequent zonotope Ji(�t) is
computed as Ji(�t) = eF�T Ji(0) + E, where F is found by
linearizing the dynamics (5) at t = 0 and E is a set that
overapproximates the linearization error and the states reached
over the interval [0,�t] [26, Section 3.4.1]. This linearized
forward-integration and error-bounding procedure is applied
to Ji(�t) to produce Ji(2�t), and so on, to compute all Ji(t)
in (9). Since k̇ = 0, we have that eF�g̃v

i equals g̃v
i in the k

dimensions (and therefore each gv
i (t) does as well, and similarly

for ga
i (t)). Since the zero dynamics have no linearization error,

one can define E to have zero volume in the k dimensions
[26, Proposition 3.7], meaning no generator of any Ji(t) has a
nonzero element in the k dimensions, except for gv

i (t) and ga
i (t)

(which are defined with such nonzero elements).
We now note that all rotation matrices are contained in the

matrix zonotopes Mi(t), which are produced by slicing and
reshaping the JRS zonotopes. This enables us to conservatively
approximate the forward occupancy map.

Lemma 3. For any parameterized trajectory q : T ! Q with
kv

i =
˙̃q, every Ri(qi(t;k)) 2 Mi(t).

Proof: By [26, Thm. 3.3 and Prop. 3.7], all values attained
by the sines and cosines of the joint angles are contained in
each Ji(t). By Alg. 1 and (11), each S i(t) only contains the
values of sine and cosine of q(t;k) for which kv

i =
˙̃q. Since

Mi(t) only reshapes S i(t), the proof is complete.
The following lemma confirms that the product of multi-

ple matrix zonotopes times a zonotope is still a rotatotope.
This is necessary to overapproximate the forward occupancy
map, wherein the arm’s joint rotation matrices are multiplied
together (and, analogously, the matrix zonotopes are multiplied
together).

Lemma 5. A matrix zonotope times a rotatotope is a rotatotope.

Proof: This follows from the rotatotope definition.
We use the Minkowski sums of zonotopes and rotatotopes

to enable stacking, which is how we build an RS of the
entire arm from the low-dimensional JRSs. We also use the
Minkowski sum to dilate obstacles, which is necessary to check
for intersection with our arm’s RS per Lem. 8 (which we do

not prove here, as it is proven in [29]).

Lemma 6 (Minkowski sum of zonotopes and rotatotopes).
Consider two zonotopes X = (x,gi

X , h⇣ii)n and Y = (y,g j
Y , h ji)m.

Then X�Y = (x+y, {gi
X ,g

j
Y }, {h⇣ii, h ji})i=n, j=m

i=1, j=1 , which is a zono-
tope centered at x+y with all the generators and indeterminates
of both X and Y. Similarly, for two rotatotopes, V = (v,gi

V , hµii)n

and W = (w,g j
W , h! ji)m),

V �W =
⇣
v+w, {gi

V ,g
j
W }, {hµii, h! ji}

⌘i=n, j=m

i=1, j=1
. (15)

Proof: This follows from the zonotope definition (7) and
rotatotope definition (Def. 4).

The following lemma confirms that the sliced and stacked
rotatotopes Vi(t) overapproximate the forward occupancy map
FO for each ith link.

Lemma 7. For any t 2 T and k 2 K, FOi(q(t;k)) ✓ Vi(t), where

Vi(t) =
M

j<i

 Y

n j
Mn(t) {l j}

!
�

0
BBBBBB@
Y

ni
Mn(t)Li

1
CCCCCCA ⇢W. (16)

Proof: First, note (16) is defined analogously to (1). We
have Ri(qi(t;k)) 2 Mi(t) from Lem. 3. The product of matrix
zonotopes multiplied by a zonotope is a rotatope by Def.
4, and the Minkowski sum of rotatotopes are given exactly
using Lem. 6. Therefore, all sets and operations in (16) are
exact or conservative (note, we can overapproximate Li with a
zonotope), so FOi(q(t;k)) ✓ Vi(t).

We use this next lemma to overapproximate the swept
volume of the arm (represented with rotatotopes); the over-
approximation means that ARMTD is provably conservative,
which enables safety guarantees.

Lemma 9. Any rotatotope MZ as in (13) can be overapproxi-
mated by a zonotope.

Proof: Consider the components of the indeterminate coef-
ficients of MZ = (x,gr, h�ri)s that can be written as h�i� ji. When
evaluated, �i� j 2 [�1,1]. Consider a zonotope Ẑ = (x,gr, h�ri)s

with the same center and generators as MZ, but where each
product h�i� ji is replaced with a single new symbolic coe�-
cient h�ri. If z 2 MZ, 9 �r 2 [�1,1] such that z 2 Ẑ.

The following lemma confirms that our unsafe set represen-
tation (the function hobs) is conservative.

Lemma 10. If ka 2 Kobs, then there exists i 2 N, t 2 T, and
O 2 O such that hobs(i, t,O,ka) � 0.

Proof: This follows from Lems. 7 and 8; hobs is positive
when the zonotope produced by slicing Vi(t) intersects O, and
Vi(t) provably contains all points in workspace reachable by
the arm under the trajectory parameterized by ka.

The following theorem, the main result in this paper, con-
firms that feasible parameters for the constraints we generate
are collision free and obey joint limits. Note, we consider self-
intersection below, in Appx. C.

Theorem 11. Any feasible solution to (24) parameterizes a
trajectory that is collision-free and obeys joint limits over the
time horizon T .



Fig. 4: The set of seven Hard Scenarios (number in the top left), with start pose shown in purple and goal pose shown in green. There are seven tasks in the
Hard Scenarios set: (1) from below to above a table, (2) from one side of a wall to another, (3) between two vertical posts, (4) from one set of shelves to
another, (5) from inside to outside of a box on the ground, (6) from a sink to a cupboard, (7) through a small window.

Proof: The conservatism of hobs follows from Lem. 9,
since each Ji(t) is conservatively transformed into Vi(t); hlim
is conservative by construction.

Appendix B
Safe Receding-Horizon Planning

ARMTD uses Alg. 3 at each planning iteration. Recall that,
without loss of generality, each iteration generates a plan over
the time horizon T = [0, tf] (by shifting the current time to 0).
Also recall, at each iteration, we allot tplan s within which to
find a new plan. The initial position and velocity of each joint
in each iteration is the position and velocity, at time tplan, of
the trajectory plan of the previous iteration. ARMTD attempts
to find a safe trajectory within tplan by optimizing over a set of
safe trajectory parameters; Thm. 11 ensures that any feasible
solution is actually collision-free. If no safe trajectory is found
within the allotted time, the arm executes the braking maneuver
specified by the previous safe trajectory. Assuming the arm
does not start in collision, this algorithm ensures that the arm
is always safe (see [13, Remark 70] or [11, Theorem 1]).

Appendix C
Self-Intersection Constraints

Typical arms must avoid self-intersection between their links.
We specify Iself ⇢ N2 as a set of joint index pairs for which
the links can intersect. That is, for (i, j) 2 Iself, there exist q 2 Q
such that FOi(q)\FO j(q), ;. For example, one may have Iself =
{(1,3), (1,4), (2,4)} for an arm with 4 links and three possible
self-intersections.

We represent self-intersection constraints similarly to how we
represent collision-avoidance constraints, with a function hself :
N⇥N⇥T ⇥Ka! R. Suppose (i, j) 2 Iself ⇢N2 indexes a pair of

links that could intersect, whose volume is overapproximated
by Vi(t) and V j(t). In analogy to (19), define

Vself(i, j, t) = Vi,slc(t)� (�V j,slc(t)) and (25)
Vbuf(i, j, t) = Vi,buf(t)�V j,buf(t), (26)

where �V j,slc(t) means the center and generators are multiplied
by �1. Let Aself(i, j, t) and bself(i, j, t) return the half-space
representation of Vbuf(i, j, t). Then, using ⇤ in place of the
arguments (i, j, t) for space,

hself(⇤,ka) = �max
�
Aself(⇤)eval(Vself(⇤),ka)�bself(⇤)

�
. (27)

As with hobs, hself is a max of a linear combination of
polynomials in ka, so we can take the subgradient with respect
to ka. Note one can prove a similar result to Lem. 10 for hself.

With these self-intersection constraints, we again implement
(23) as a nonlinear program, denoted optTraj in Alg. 3.

argmin
ka2Ka

f (ka)

s.t. hobs(i, t,O,ka) < 0 8 i 2 {1, · · · ,nq}, t 2 T, O 2 O

hself(i, j, t,ka) < 0 8 (i, j) 2 Iself, t 2 T
hlim(ka) < 0 8 i 2 {1, · · · ,nq}.

(28)

Appendix D
Additional Explanations

A. Forward Occupancy Example
For an arm with nq > 2, FOi as in 1 can be written:

FOi(q) =
(

R1(q1)l1+R1(q1)R2(q2)l2+ · · ·

· · ·+
Y

j(i�1)
R j(q j)li�1

)
�

0
BBBBBBB@
Y

ji
R j(q j)Li

1
CCCCCCCA .

(29)



Notice that in this example, the rotated link volume of the ith
given by

⇣Q
ji R j(q j)Li

⌘
is ”stacked” on top of the sum of the

positions of all predecessor joints.

B. Slicing

ARMTD uses zonotopes and rotatotopes to represent RSs
of parameterized trajectories of an arm. In Sec. IV, our tra-
jectory optimization implementation requires obtaining subsets
of the RS corresponding to a particular choice of trajectory
parameters. We call this operation slicing, because it takes in a
zono/rotatotope, evaluates some (or all) of its coe�cients, and
returns a zono/rotatotope that is a subset of the original with
potentially fewer (or no) generators.

We define the slice function in Alg. 1 using indeterminate
evaluation and removal. This function takes in a zono/rotatotope
Z = (x,gi, h�ii)p, a set of indeterminate coe�cients {h� ji}mj=1,
and a set of values for the indeterminate coe�cients {� j}mj=1,
and outputs a sliced zono/rotatotope. For each generator in
Z, if h� ji is a factor of that generator’s coe�cients (as in
(14)), then the generator is multiplied by the value � j. If
a generator becomes fully-sliced (and therefore has no more
indeterminate coe�cients), it is added to the center of the output
zono/rotatotope, and removed from the set of generators. For
zonotopes, each generator becomes fully-sliced if its coe�cient
is evaluated because each coe�cient has only one factor. If a
rotatotope is sliced until each generator has only one coe�cient
factor, the rotatotope becomes a zonotope.

To understand slicing, consider a particular choice of the
trajectory parameter kv

i , as in (11). We want to obtain the subset
of the JRS representing reachable joint angles corresponding
to this particular trajectory parameter. For each Ji(t), only the
generator gv

i (t) is non-zero in the dimension corresponding to
this trajectory parameter, meaning this kv-sliceable generator
is solely responsible for the volume of the reachable set in
this dimension. Choosing a particular value of the trajectory
parameter means fixing this generator’s indeterminate hv

i (t)i to
a particular value. Since the kv-sliceable generator is (generally)
non-zero in the cosine and sine dimensions as well, the slicing
operation returns a subset of the JRS in those dimensions
(that is, by fixing the value of this indeterminate, we do not
lose all of the JRS’s volume in the cosine/sine dimensions,
whereas the volume in the k-dimensions goes to zero). For
example, slice

⇣
Ji(t),

n
hv

i (t)i
o
,
n
⇡
6

o⌘
returns the subset of Ji(t)

corresponding to setting kv
i =

⇡
6 rad/s (provided that ⇡

6 2 Kv
i ).

C. Matrix Zonotope Example

This example constructs Mi(t) from S i(t) by reshaping the
center and generators. Suppose joint i rotates about the 3-axis

of link i�1. Then:, by [5, (3.39)], we have

Mi(t) = Ri(q̃i)
⇣
Xv

i (t),
n
Ga

i (t),G j
i (t)

o
,
n
ha

i (t)i, h� j
i (t)i

o⌘p(t)
, (30)

Xv
i (t) =

2
666666664

cv
i �sv

i 0
sv

i cv
i 0

0 0 1

3
777777775 , Ga

i (t) =

2
666666664

ca
i �sa

i 0
sa

i ca
i 0

0 0 0

3
777777775 , (31)

G j
i (t) =

2
6666666664

c j
i �s j

i 0
s j

i c j
i 0

0 0 0

3
7777777775
. (32)

Since each S i(t) is computed assuming qi(0;k) = 0, we include
Ri(q̃i) when constructing Mi(t) to correct for each initial joint
angle. For di↵erent joint axes, Mi(t) can be constructed accord-
ingly [5, Chapter 3.2.3].

D. Reduction of Generators
Creating the rotatotopes Vi(t) in (16) requires multiplying

generators together and storing their product. For example,
a matrix zonotope described by 10 matrices (a center and 9
generators) multiplied by a zonotope described 2 vectors (a
center and 1 generator) yields a rotatotope described by 20
vectors (a center and 19 generators). Because this process is
repeated for each joint, the number of generators theoretically
required to represent each rotatotope grows exponentially with
the number of joints. In practice, many of these generators are
very small, and their e↵ect can be overapproximated without
adding much conservatism to the RS.

We conservatively approximate (16) by reducing the number
of generators after each product, with a reduce function
implemented as in [26, Proposition 2.2 and Heuristic 2.1]. The
reduce function keeps the largest nred generators according to
a user-defined metric (we used the L2-norm), then overapprox-
imates the rest of the generators with an axis-aligned box. This
ensures the number of rotatotope generators never exceeds a
user-specified size. From Lem. 2, each Mi(t) has ka-sliceable
generators. If a ka-sliceable generator is chosen for reduction,
we no longer consider it ka-sliceable. This is a conservative
approach, because slicing reduces the volume of a rotatotope
in Alg. 1. A generator that is no longer ka-sliceable cannot
decrease the volume of the RS for any choice of ka.

E. Hard Scenarios
The set of Hard Scenarios is shown in Fig. 4.

F. Design Choices and Hyperparameters
ARMTD has several design choices and hyperparameters,

all of which can impact the time required for online planning,
but none of which impact the strict safety guarantees. That is,
ARMTD guarantees safety independent of design choices.

The first design choice to consider is the trajectory pa-
rameterization. While we provide a generic definition (Def.
1), we find that parameterizing velocities and accelerations
in our implementation provides a physical intuition for the
planned trajectories. For future work, we plan to explore other
parameterizations that provide, for example, smoother motion
profiles.



The next design choice to consider are those that define
the user-specified cost function, generated at each receding-
horizon planning iteration. A more non-convex cost function
can slow down online planning. In this work, we generate
the cost function by using a high-level planner (HLP) such
as an RRT* to generate waypoints between the robot’s current
location and the global goal. Importantly, the waypoints need
not be collision-free; they are used to create a cost function
that rewards reaching the waypoint, but ARMTD’s safety con-
straints take care of collision-avoidance. Therefore, ARMTD
provides a safety layer on top of RRT* or any other HLP
(e.g., PRM, or simply picking a waypoint along a straight-line
between the robot and the goal).

There are two hyperparameters that determine a tradeo↵
between conservatism and online planning speed (without im-
pacting safety). The first is the density of the time partition for
the JRS. That is, if we partition time more finely to generate
the zonotope JRS, then it takes longer to generate and evaluate
constraints at runtime (because we have to consider more
zonotopes), but the JRS is also less conservative (so, the robot
has more free space to move through).

The second hyperparameter is the range of parameters in
the trajectory parameterization. A larger range produces a
more conservative JRS, because the same number of zonotopes
(determined by the time partition) must contain a larger range
of joint angles achieved by all parameterized trajectories. We
mitigate this problem in practice by precomputing many JRSs
(in this work, we used 400), each of which has a narrow
range of initial velocity parameters Kv

i . We choose the range of
acceleration parameters Ka

i to vary with the velocity parameters,
so that at higher speeds, there is a larger range of available
control actions. This reduces conservatism at lower speeds so
that ARMTD can maneuver tightly around obstacles.

Note, each JRS only takes around 1 s to compute, since it is
only for a single joint, and for the low-dimensional cosine/sine
dynamics. At runtime, to construct the RS of the entire arm,
we first select the JRS (for each joint) containing the current
initial velocity within its narrow range. Then, we slice by the
exact initial velocity to produce the RS, and the corresponding
collision-avoidance constraints.

G. Seeding CHOMP with RRT*

CHOMP performs better when seeded with a path output by
RRT*, as opposed to the default straight-line initialization [6],
[34]. Given that ARMTD uses RRT* to generate waypoints
at each receding-horizon planning iteration, one may wonder
why we do not use the same RRT* to seed CHOMP. However,
ARMTD and CHOMP use RRT* in fundamentally di↵erent
ways. ARMTD plans in a receding-horizon way, so its runtime
and safety guarantees are not dependent on the RRT* output.
On the other hand, CHOMP would require the RRT* to run for
some (unknown) duration, then perform trajectory optimization.
In other words, CHOMP requires additional planning time for
seeding, whereas ARMTD does not. So, in terms of the most
important metric in this work (finding a collision-free trajectory

in under tplan = 0.5 s), it is unclear how much time to dedicate
for RRT* and how much for CHOMP.

The challenge of generating a fair comparison is com-
pounded by the fact that ARMTD does not require the output
of the RRT* to be collision-free. One could potentially use
CHOMP in a receding-horizon way, by attempting to reach
an intermediate waypoint generated by RRT* in each planning
iteration. But, the available open-source CHOMP implemen-
tation (via MoveIt! [34]) requires the goal (i.e., intermediate
waypoint) to be collision-free. Implementing CHOMP in a
more generalized receding-horizon framework is outside the
scope of the present work.
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